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Abstract

The dissertation deals with encoder modeling for multiview plus depth video coding with
applications to bitrate control. The dissertation concerns three generations of video encoders
(AVC, HEVC, and VVC) thus searching for a general approach for encoder modeling valid for
all three generations of video compression encoders. The study comprises both simulcast
coding (like basic HEVC) and multiview coding (like MV-HEVC) thus providing also some
useful results for monoscopic video encoders. A new approach to bitrate control and bitrate
allocation for stereoscopic video plus depth is presented in the dissertation. The proposed
approach to bitrate control depends on two models: the bitrate allocation model and the encoder
model. This approach is optimized to produce an output bitrate of the video encoder equal to
the required bitrate.

The dissertation presents an original unified approach applicable to encoder modeling in
all the abovementioned scenarios. The approach consists of the application of the universal
encoder model that demonstrates reasonable accuracy of approximation of bitrate as a function
of the quantization step for transform coefficients of prediction residuals. Moreover, the
problem of the bitrate allocation between a pair of stereoscopic views and the corresponding
depth maps is considered in the context of maximization of virtual video quality for the given
total bitrate for views and depths. As the results, in the dissertation, the entire original procedure
is provided for bitrate estimation for a given quantization step for transform coefficients of
prediction residuals. With the use of experimental data, it is also demonstrated the proposed
approach is useful for bitrate control for stereoscopic video plus depth.

In practice, the values of the quantization steps are defined by a quantization scale
parameter or quantization parameter QP for video. Similarly, a quantization parameter QD for
depth is used. In order to derive the bitrate allocation model for stereoscopic video plus depth,
the optimum QP-QD pairs are calculated. These optimum QP-QD pairs are the pairs of the
quantization parameters for video (QP) and depth (QD) that achieve the best quality of the
virtual view for a given bitrate for multiview video plus depth (MVD) sequences. Then, the
bitrate allocation model is derived depending on optimum QP-QD pairs. The proposed models
are used to estimate the quantization parameter for depth based on the quantization parameter
for video components in multiview video and depth maps compression. The proposed models
are compared to the models presented in the previous studies: the straightforward approach
(QP = QD) and the approach presented by the ISO/IEC MPEG group. The efficiency of the
proposed method for bitrate allocation between videos and depth maps is also presented in the
dissertation.

In the study of the bitrate allocation issue, some sequences present unexpected and
surprising behavior in some bitrate range, as an increase in the quality of the virtual views
produced from decreasing the bit allocation for the depth component under the video bitrate
constancy condition. Therefore the influence of depth map quality on virtual view quality is
studied in the dissertation and the respective explanations of the phenomenon are given.

In the dissertation, the encoder model for stereoscopic video plus depth is derived. The
proposed model is used to estimate the bitrate or frame size of stereoscopic video plus depth
depending on the quantization step size for the video (R-Q model). The accuracy of the encoder
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model is carefully studied and demonstrated by the results of extensive experiments with the
respective test video sequences.

For the 2D video, this dissertation also presents a new method to compute rate control for
HEVC and VVC based on AVC data. This method aims to calculate the proposed models'
parameters for HEVC and VVC codecs based on the model parameters for the AVC codec to
reduce the required time for bitrate estimation. The effectiveness of the proposed method of
rate control for HEVC and VVC is studied in the dissertation.

In order to verify the accuracy of the proposed models to control the bitrate, the relative
approximation errors are computed between the experimental data and approximate data
calculated by the proposed models. The experiments are performed for a set of well-known and
wildly accepted test sequences approved by ISO/IEC MPEG experts for the evaluation of new
compression techniques. The results prove that the accuracy of the models is sufficient for
bitrate control tasks.
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Streszczenie

Rozprawa dotyczy modelowania kodekow dla zastosowan w sterowaniu predkoscig bitowa
w kodowaniu wizji wielowidokowej wraz z mapami glebi. Rozprawa traktuje o trzech
generacjach koderow wizyjnych (AVC, HEVC i VVC) i poszukuje si¢ w niej ogolnego
podejscia do modelowania koderédw przydatnego dla wymienionych trzech generacji koderow
wizyjnych. Studium obejmuje kodowanie wielowidokowe (jak za pomocg koderéw MV-
HEVC), a takze kodowanie niezalezne widokow 1 glebi (jak za pomoca podstawowych
koderéw HEVC), i w ten sposob prezentuje wyniki uzyteczne takze dla kodowania wizji
monoskopowej. Rozprawa przedstawia nowe podejscie do sterowania predkoscig bitowg i
alokacji bitow pomig¢dzy widokami i mapami glgbi. Zaproponowane podejscie wykorzystuje
dwa modele: model alokacji bitow i model kodera. Takie podejscie jest zaplanowane tak, by
mona byto uzyskiwaé zatozong predkos¢ bitowa na wyjsciu kodera.

Rozprawa prezentuje ogdlne podej$cie do modelowania koder6w w wymienionych wyzej
scenariuszach zastosowan. To podejscie wykorzystuje uniwersalny model kodera, ktory
zapewnia wystarczajaca doktadno$¢ szacowania predkosci bitowej w zaleznosci od kroku
kwantowania wspolczynnikéw transformaty bledéow predykcji. Ponadto problem alokacji
bitow pomi¢dzy widokami pary stereoskopowej oraz odpowiadajacymi im mapami glgbi jest
rozpatrywany w konteks$cie maksymalizacji jakoSci syntetycznej wizji wirtualnej dla danej
tacznej predkosci bitowej widokow i glebi. W ten sposodb rozprawa przedstawia catg procedurg
estymacji predkosci bitowej dla zadanego kroku kwantowania wspotczynnikow transformaty
btedow predykeji. Z wykorzystaniem danych eksperymentalnych pokazuje sig¢, ze
zaproponowane podejécie jest uzyteczne dla sterowania predkoscig bitwa dla wizji
stereoskopowej wraz z glebia.

W praktyce wartosci krokow kwantowania sa definiowane poprzez parametr skali
kwantyzatorow albo parametr kwantyzacji QP dla wizji. Analogicznie wykorzystuje si¢
parametr kwantyzacji QD dla glebi. Aby uzyska¢ model alokacji bitow dla stereoskopowych
sekwencji wizyjnych z mapami glgbi w pracy wyznacza si¢ optymalne pary QP-QD.
Optymalna para QP-QD to taka para warto$ci parametrow kwantyzacji dla sekwencji
wizyjnych (QP) i map glebi (QD), dla ktorej uzyskuje si¢ najlepsza jakos¢ widoku wirtualnego
dla danej predkosci bitowej dla sekwencji wielowidokowych z mapami glebi (MVD).
Nastegpnie, na podstawie optymalnych par QP-QD, wyznacza si¢ model podziatu bitow
pomiedzy widoki 1 mapy glebi. Zaproponowane w pracy modele stuzg do szacowania wartosci
parametru kwantyzacji dla map glebi na podstawie parametru kwantyzacji dla sekwencji
wizyjnych. Zaproponowane modele sg poréwnane z modelami zaprezentowanymi w
literaturze: modelem prostym (QP=QD) oraz modelem zaprezentowanym przez grupe
ekspertow MPEG afiliowana przy ISO/IEC. W pracy oceniono takze efektywnosé
zaproponowanych modeli.

Podczas badan nad problemem alokacji bitéw zaobserwowano, ze niektore sekwencje
testowe wykazuja nieoczekiwane i1 zaskakujgce zachowanie w pewnym zakresie predkosci
bitowych, jak np. poprawa jako$ci widokow wirtualnych uzyskana w wyniku zmniejszenia
liczby bitow dla map glebi w trybie statej predkosci bitowej. W zwigzku z tym, w pracy
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zbadano wptyw jako$ci map glebi na jakos¢ widokow wirtualnych i przedstawiono analize
zjawiska.

W pracy zaproponowano takze model kodera dla stereoskopowych sekwencji wizyjnych z
mapami glgbi. Model ten wykorzystywany jest do oszacowania predkosci bitowej lub rozmiaru
ramki w zalezno$ci od kroku kwantyzacji dla sekwencji wizyjnej (model R-Q). Doktadnos¢
modelu kodera zostala zbadana w trakcie obszernych eksperymentow z sekwencjami
testowymi.

Dla dwuwymiarowych sekwencji wizyjnych, niniejsza rozprawa przedstawia rowniez
nowg metode¢ sterowania predkoscig bitowg dla koderow HEVC i VVC w oparciu o dane dla
kodera AVC. Metoda ta ma na celu obliczenie parametrow proponowanych modeli dla
kodekéw HEVC 1 VVC w oparciu o parametry modelu dla kodeka AVC, co pozwala na znacza
redukcje czasu estymacji parametrow. Skuteczno$¢ proponowanej metody sterowania
przeptywnoscig dla HEVC i VVC zostata wykazana w rozprawie.

Aby zweryfikowaé doktadnos¢ proponowanych modeli do sterowania predkoscia bitowa,
obliczono wzgledny blad aproksymacji pomigdzy danymi eksperymentalnymi a danymi
oszacowanymi przez proponowane modele. Eksperymenty przeprowadzono dla zestawu
dobrze znanych i powszechnie akceptowanych sekwencji wizyjnych zatwierdzonych przez
ekspertow ISO/IEC MPEG do oceny nowych technik kompresji. Wyniki eksperymentéw
pokazuja, ze doktadnos$¢ zaproponowanych modeli jest wystarczajaca dla zadan zwigzanych
ze sterowaniem koderami wizyjnymi.
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List of Abbreviations and Symbols

vector of parameters that depend on sequence content

number of bits per frame

Distortion

wn
=
Py

Peak signal-to-noise ratio

Quantization step size

Quantization parameter for depth map

Quantization parameter for video

Bitrate

The slope of the R-D curve (Lagrange Multiplier)

O [V OOO|T(O|m s
0|0

The percentage of zeroes among quantized transform
coefficients

Relative error(Q, @)

relative approximation error

2D

Two-dimensional

3D Three-dimensional

3D-HEVC Three-dimensional high efficiency video coding

AVC Advanced Video Coding

bpp Bit per pixel

CTC Common Test Condition

CuU Coding Unit

FTV Free-viewpoint television

GOP Group of Pictures

HEVC High Efficiency Video Coding

HM High Efficiency Video Coding test model

HTM MV- and 3D-HEVC test model

IEC International Electrotechnical Commission

ISO International Organization for Standardization

JCT-3V Joint Collaborative Team on 3D Video Coding Extension
Development

JCT-VC Joint Collaborative Team on Video Coding

JM Advanced Video Coding test model

MAD Mean of absolute differences

MPEG Moving Picture Experts Group

MVD Multiview Video plus Depth

MV-HEVC Multiview high efficiency video coding

R-D Rate-Distortion

ROI Region Of Interest

VSRS View Synthesis Reference Software

VTM Versatile Video Coding test model

VVC Versatile Video Coding
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Chapter One

Introduction

1.1 Scope of the Dissertation

Video transmission represents a massive portion of internet traffic. Nowadays, video traffic
on the Internet constitutes about 80% of all internet traffic, according to [Cisc_18]. Most videos
are recorded by a single camera, which means a single-view video is acquired. Over the past
few years, multiview videos, which are recorded using many synchronized cameras around a
scene, have gained more popularity. Therefore, the dissertation focuses mainly on issues related
to the multiview video.

Virtual navigation [Smol_09, Doma_16a, Stan_18, Miel_20], virtual reality [Heid_19,
Cao_20, Kune_20, Sett 22, Fuxi_23], and Free Viewpoint Television (FTV) [Tani_12c,
Lee_15, Dzie_18a, Stan_18, Yan_22] are the most important applications of multiview video
[Lafr_16]. The most commonly used representation for the mentioned above applications is
multiview video and depth (MVD) representation [Mull_11]. As is well known, MVD
representation uses depth information combined with a view for each viewpoint. A depth map
contains information about the geometry of a scene. Also, a depth map is an image that includes
information related to the distance between the camera and the objects in the scene. Fig. 1.1
presents an example of MVD representation for a Ballet sequence. MVD representation makes
it possible to create a synthetic view, as seen by a virtual camera. Therefore, the number of
views that are sent to the decoder can be significantly reduced (e.g., three views with
corresponding depth maps are sent instead of all N views). Consequently, reduced throughput
is required to send a multiview video.

In many practical applications, two views combined with the corresponding depth maps
are used to produce a synthetic view [Doma_16¢, Stanl8]. Therefore, the idea of the
dissertation is to use this use case (two views and two depth maps) for the studies on the
compression of multiview video sequences. It is observed that such visual content is more
advanced than just a stereoscopic video that consists of only two views. Additional depth
information enables, for example, stereoscopic vision with adjustable depth. An advanced
stereoscopic video system is presented in Figure 1.2.

The synthetic views, also known as virtual views, are produced on the decoder side by
using view synthesis that depends on the available views and depth maps [Chan_07, Mull_11].
For the execution of view synthesis, the views and respective depth maps must be sent to the
receiver. Due to the limited communication channel throughput, views and depth maps cannot
be sent to the decoder uncompressed because of their huge data size. Consequently, many
compression methods have been proposed to compress views and associated depth maps. One
of the approaches involves special techniques that have been included in international
standards, such as 3D-AVC [Chen_14], MVC [Vetro_11], MV-HEVC [Tech_16], and 3D-
HEVC [Tech_16]. Special coding is joint coding for all views to exploit the redundancy
between the views. Another method to compress MVD employs simulcast techniques (such as
AVC [Wieg_03], HEVC [Sull_13], VVC [Bros_20], AV 1[Riza_18], AVS [Rao_14], etc.).

10
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Simulcast coding of the multiview video plus depth is to encode, send, and decode each view
and each depth map independently without exploiting inter-view redundancy and inter-
component redundancy for video and depth. Simulcast coding is often used in applications such
as MPEG Immersive Video (MIV) [Jung_20, MPEG_20] because it can be decoded using
existing decoders.

- 2 —
Depth map for view 3 Depth map for view 4

Depth map for view 5

Fig. 1.1. An example of MVD representation for the Ballet sequence [Zitn_04].

Depth View _
Scene Estimation »| Encoder Decoder iyl Synthesis = Display
Transmission
channel

Fig. 1.2. An advanced stereoscopic video system.

Obviously, the changes in a scene’s activities lead to changes in the output bitrate of the
video encoder. Thus, rate control should be used to adjust the bitrate of the compressed video
to meet the throughput limitation. Therefore, rate control is one of the essential tools to
determine the total performance of the encoder. Two scenarios can be used for rate control. In
the first scenario, the rate control algorithm selects the quantization step to obtain the maximum
quality of the encoded video sequence at the assumed bit rate (constant bit rate, CBR) [Luo_05,
Liu_14, Hyun_20, Li_20c]. In the second scenario, the rate control algorithm aims to maintain
constant quality and minimize the total number of bits representing the video sequence

11
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(variable bit rate, VBR) [Son_01, Anse_10, Lee 12, Guot_20, Zhou_23a]. Algorithms of rate
control can be divided into two steps: codec control and bit allocation. Codec control aims to
find the relationship between the required bitrate and the quantization step, while bit allocation
is the distribution of bits at different levels of encoding (e.g., GOP level, frame level, region
level) [Hou_ 10, Groi_11, Xu_16, Qin_19, Yann_20, Zhou_23b].

In modern encoders, the quantization step (Q) is the main parameter that allows for
changing the bitstream of data at the output of the encoder. Therefore, Q is primarily used
[Riba_99, Lim_07, Si_13, Bai_17, Cai_20] for bitrate control modeling in modern video
encoders. In the encoders, the bitrate is controlled by the quantization step, as in the following
formula:

R =f(Q), (1.1)
where:
R - represents the bitrate,
Q - represents the quantization step size.

As is well known, the quality and bitrate of videos are controlled by using the quantization
step in video coding. In two-dimensional video coding, a single Q value is used to obtain the
best relationship between the quality of the encoded video sequence and the assumed bitrate.
However, the relationship between the quality and bitrate is more complicated in MVD coding
because of sending two components (views and the associated depth maps). Thus, two Q values
are used to control the quality and bitrate for views, one Q value for videos and the other for
depth maps. As the two views of the same scene need similar bitrate, the same quantization
steps are assumed for the two views [Klim_14a]. Similarly, the same quantization step can be
assumed for all depth maps [Stan_13a]. The bitrate allocation between videos and depth maps
affects the compression efficiency, which is measured as the quality of the synthesized virtual
views versus the total bitrate of the real videos and the corresponding depth maps transmitted.
The virtual view quality depends on the quality of views and the quality of corresponding depth
maps in the view synthesizing process [Bani_13, Wang_15]. The quality of the synthesized
virtual view is measured by comparing the virtual view and the real view in the same position.
Many methods have been proposed to measure the quality of the virtual view, such as PSNR
[Salo_07] and IV-PSNR [Dzie_20]. Therefore, the important question is how to distribute the
bitrate between videos and depth maps to obtain maximum quality at a required bitrate.

As a consequence, the aim of the dissertation is to establish rules for bitrate allocation and
rate control for the multiview video plus depth map. Apart from that, the dissertation deals with
the effect of depth map fidelity on the quality of the virtual view.

12
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1.2 The Goal and the Thesis of the Dissertation

The goal is to model the video codecs in multiview-plus-depth applications. Therefore,
the goal is to find the function f(-) from the formula (1.1)

R = f(Q).

These functions should be estimated for various standard video codecs. The relations
between these functions for various codecs should be investigated in order to draw conclusions
valid for the practical usage of such modeling. In particular, the problem of bitrate allocation
between views and depth maps must be solved for practical purposes. Finally, the usefulness
of the models should be demonstrated in practical bitrate control.

The thesis of the dissertation is as follows:

For MVD applications, there exist general R = f(Q) models, where R is the bitrate or a
number of bits, that are very similar for several standard video codecs. Similarity of the models
implies that the data for a codec, e.g. AVC are usable to estimate bitrate produced by other
codecs like HEVC or VVC.

The models may be simplified to have only one parameter that depends on content. Such
models are useful for bitrate control.

1.3 Overview of the Dissertation

The dissertation is organized into nine chapters; they cover the theoretical aspects and the
implementation of the theories involved in this research work.

In Chapter 1, the scope of the dissertation is described along with the introduction to a
multiview video system. Also, the goal and purpose of the dissertation are presented.

Chapter 2 presents a literature survey for compression technologies, rate control, bitrate
allocation for 2D and 3D sequences, and the impact of depth map quality on synthesized view
quality. Moreover, the view synthesis methods are summarized.

The methodology of experiments is described in Chapter 3. Additionally, video quality
assessment methods, the test sequences, and the video codecs used in the experiments are
shown.

Chapter 4 deals with rate control for two-dimensional video. The author proposes a new
method to calculate rate control for HEVC and VVC codecs based on AVC data. The results
of the proposed method are compared to experimental data, and the results illustrate the
effectiveness of the proposed method.

Chapter 5 deals with bitrate allocation for stereoscopic video plus depth. The author
presented a new method to allocate bitrate between videos and depth maps to obtain the
maximum of virtual view quality at a given bitrate. The results of the experiments show the
efficiency of the proposed models compared to the reference approach and the methods shown
in the literature.

The impact of depth map fidelity on virtual view quality is studied in Chapter 6.
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In Chapter 7, the encoder model for stereoscopic video plus depth for many codecs is
presented. Additionally, simplified models are presented to calculate rate control depending on
the results of the proposed basic model. The results of all proposed models are compared to
experimental data, and the results demonstrate the effectiveness of these proposed models.

Chapter 8 presents a method of bitrate control for stereoscopic video plus depth for many
compression techniques. Target data are compared to the results of the proposed method, and
the comparison results show the efficiency and accuracy of the proposed method.

Finally, a summary of the presented dissertation in Chapter 9 is given. This chapter offers
the primary and secondary achievements of the dissertation, a discussion of the results, and
future works.
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Chapter Two

Literature Survey

2.1 Compression Technology

Video compression plays an important part in communication systems by sending video
data with the lowest possible number of bits while preserving quality [Beac_08, Gao_14,
Shi_19]. Thus, the compression process will result in reducing the bandwidth for the
communication channel/storage memory space to transmit/store the video.

Any video coding can be characterized by:

1. Bitrate,

2. Quality of the reconstructed video,
3. Encoding/ decoding delay,

4. Encoder/decoder complexity.

In this dissertation, we focus on the first two aspects, as we deal with algorithmic features
whereas the other two aspects are more related to specific configurations and implementations
of encoders mostly.

Many video codecs have been proposed to encode/decode the video. For practical use, the
video coding technology has to be standardized, such as AVC [Rich_03a, Wieg_03], HEVC
[Sull_13, Sze 14, Wien_15], VVC [Sull_18, Bros_20], AV-1 [Riza_18], and AVS [Zhu_13,
Rao_14, AVS_15, Choi_20]. Figures 2.1 and 2.2 describe the encoder and decoder process for
modern video compression methods. These video coding standards are categorized as so-called
hybrid video codecs because they use various tools of eliminating spatial and temporal
redundancy. Also, these codecs use the tradeoff between the bitrate and the reconstructed video
quality depending on the quantization step. There is an inverse relationship between the
quantization step (Q) and the bitrate/quality of the reconstructed video, e.g., increasing Q leads
to a decrease in bitrate and quality.

Due to the limited usage of AVS in certain applications in some parts of China, AVS will
not be considered in the dissertation. Also, AV-1 is a relatively new technology (2018), but its
efficiency is not much different from HEVC, and it will not be considered in the dissertation.
Therefore, the dissertation focuses only on AVC, HEVC, and VVC which are internationally
standardized according to the documents [AVC_std, HEVC_std, VVC_std], respectively.

As is well known, VVC outperforms HEVC, and HEVC outperforms AVC by roughly
halving the bitrate and preserving, at the same time, the subjective quality of the decoded video
[Mans_20, Siqu_20, Bros_21]. This improvement of the rate-distortion performance is
obtained at the cost of significantly increased complexity. For example, a VVC encoder is
about 5-10 times more complex than an AVC encoder [Topi_19].
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Fig. 2.1. The general structure of a video encoder.
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Fig. 2.2. The general structure of a video decoder.

The standard video codecs (e.g., AVC, HEVC, VVC) produce various bitrates and quality
levels of the reconstructed video by using the same quantization steps, due to using different
tools in these codecs. For example, in intra prediction, AVC uses fewer prediction directions
than HEVC and VVC (AVC uses 9 prediction directions, while VVC and HEVC use over 65
and 35 directions, respectively). This approach provides very high compression efficiency of
intraframe compression of HEVC and VVC codecs by improving the possible reference blocks
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for the block matching algorithm. Inter prediction estimates the relationship between
neighboring frames by using motion compensation prediction (MCP) to remove temporal
redundancy, hence, enabling higher compression rates [Flie_02]. Inter prediction is one of the
most complex and time-consuming processes of video encoding. VVC uses affine
compensation prediction [Meue_20, Jin_22, Muno_23] in inter prediction, while AVC and
HEVC use translational compensation prediction [Rich_03b, Haro_ 10, Yu_13, Wien_15,
Sair_22]. The affine model can describe most of the motions (translation, rotation, and zoom)
in video sequences, and this model employs two or three motion vectors to allow movement
using four or six degrees of freedom (DOF) for a block [Ghaz_19]. In contrast, the translational
model can only describe translational motion by a single vector [Wedi_03, Ugur_13].
Therefore, inter-frame prediction for VVC is more accurate but also more computation-costly
than AVC and HEVC. HEVC and VVC use more transforms than AVC (AVC applies a
discrete cosine transform (DCT) while HEVC and VVC use DCT as well as a discrete sine
transform (DST)). In quantization, VVC uses a wider range in Q than AVC and HEVC (e.g.,
AVC uses Q from 0.625 to 224, and HEVC uses Q from about 0.63 to 228.07, while VVC uses
Q from about 0.63 to 912.28). HEVC and VVC use the same coding in the entropy coding
section, unlike AVC (VVC and HEVC use only Context Adaptive Binary Arithmetic Coding
(CABAC) while AVC employs CABAC and CAVLC (Context Adaptive Variable Length
Coding)). In the filter section, VVC and HEVC employ more filters than AVC (e.g., VVC and
HEVC apply a deblocking filter and sample adaptive offset (SAO) filter, while AVC only uses
the deblocking filter).

In AVC, HEVC, and VVC [Rich_03b, Ueda_07, Sjob_12, Wien_15, Chen_19, Weng_19,
Wang_21], the coded bitstream can be divided into a series of Network Abstraction Layer
(NAL) units. Fig. 2.3 presents an example of a bitstream structure. Each NAL unit includes a
NAL header and raw byte sequence payload (RBSP). RBSP may be a video parameter set
(VPS), sequence parameter set (SPS), picture parameter set (PPS), or encoded slice. The
parameters (VPS, SPS, and PPS) contain general video parameters. These parameters give a
robust mechanism for transporting data that are necessary for the decoding process. These
parameters can be either a part of a bitstream or can be stored separately. The encoded slice
includes a slice header and a series of blocks; these blocks are called coding tree units (CTUs)
in HEVC and VVC, while in AVC they are called macroblocks (MBs). In HEVC and VVC,
the blocks can be divided into coding units (CU) and corresponding prediction units (PU), and
transform units (TU). In picture partitioning, VVC employs block size larger than AVC and
HEVC (e.g., VVC uses a code tree unit of up to 256x256 pixels with a more variable sub-
partition structure, whereas AVC and HEVC utilize blocks of up to 16x16 and 64x64 pixels,
respectively).
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Fig. 2.3. Bitstream structure for byte stream format.

In AVC, HEVC, and VVC, a picture is coded as one or more slices. Each slice can be
decoded individually from the other slices in the same picture, which means no prediction is
performed from one slice to the other. There are different types of encoded slices, e.g. AVC
uses five types of the encoded slice: I, P, B, SP (Switching P), and SI (Switching I) [Rich_03a],
while HEVC and VVC use three types: I, P, and B. In an | slice, MBs or CTUs are coded by
using only intra prediction. A slice of type P may contain intra prediction or inter prediction.
In a P slice, MBs or CTUs can be coded from a single reference picture in a reference picture
list with a single motion vector per prediction partition. A B slice may contain intra prediction
or inter prediction. MBs or CTUs in a B slice can be coded from one or two reference pictures
in two reference picture lists with one or two motion vectors per prediction partition.

In Fig. 2.4, an example of R-D curves for different codecs (AVC, HEVC, and VVC) for
the BQTerrace-1920x1080 sequence is shown. R-D curves in Fig 2.4 have been obtained using
reference software for HEVC, VVC, MV-HEVC, and 3D-HEVC, as shown in Section 3.3.
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Fig. 2.4. An example of R-D curves for different codecs [AVC, HEVC, VVC] for the
BQTerrace- 1920x1080 test video sequence [the results by the author].

Based on Fig. 2.4, the fact that VVC outperforms both HEVC and AVC is confirmed
because VVC uses more advanced video coding techniques than AVC and HEVC, as
mentioned previously. Additionally, it has been observed that the shapes of R-D curves for
AVC, HEVC, and VVC codecs are approximately similar.

2.2 Rate Control

The goal of video compression is to produce the optimum video quality i.e. to minimize
distortion under certain requirements, such as channel throughput or storage limitations.
Therefore, video compression plays a very significant role in applications that require the
transmission and storage of video. Video coding systems perform compression by reducing
redundancies, especially spatial and temporal ones. As known, the amount of redundancy in
sequences is variable; therefore, video encoders produce output streams of variable bitrate,
mainly due to the changes in the activities in the sequences. In the case of using only intra-
frame coding, the number of bits spent by each frame will vary due to the scene complexity.
Complicated scenes require a much larger number of bits than simple scenes. Inter-frame
coding is another factor in changing the bitrate of the compressed video. In inter-frame coding,
the encoded data includes motion vectors and residual coefficients. When the scene contains
only small and simple movements (such as the translational motion of rigid objects), block-
based motion estimation can be effective in predicting the movement. Consequently, the
motion vector has a relatively high portion of the number of bits. If the scene contains complex
motion (such as rotation, zoom, etc.), block-based motion estimation has difficulty predicting
the movement. Thus, the motion vectors constitute a lesser portion of the number of bits
[Rich_03a, Sze 14, Sald_22].
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In video coding, the frame coding type is another reason that impacts the number of bits
produced by an encoder. I-frame only employs intra-frame prediction, so the rate of bits is
usually very high, which means the compression ratio is meager. P-frame employs inter-frame
prediction (unidirectional), and its compression efficiency is normally higher than the I-frame.
B-frame utilizes more efficient bi-directional inter-frame prediction; therefore, the
compression ratio is very high [Lee 13, Pate_15, Wien_15, Taja_17, Fili_19, Hsie 20,
Jin_23].

As the channel throughput or storage capacity is restricted, all bitrate variations should be
well controlled before transmission/storage. Several networks and storage memories are
working at a constant bit rate (CBR). Even if they operate at a variable bit rate (VBR), the
maximum stream rate fluctuations will have corresponding constraints. Consequently, the
compressed video should be adjusted to meet the channel throughput and storage memory
space requirements [He_08, Tian_18, Gong_19, Guo_20, Guot_20, Li_20c, Zhou_23a].

Rate control is concerned with budget-constrained bit-allocation issues that aim to decide
the number of bits to be utilized in various parts of the video in order to maximize the quality
of the decoded frames. A common approach to deal with these problems is to look at the R-D
(rate-distortion) trade-offs in bit allocation. As a consequence, a video encoder uses rate control
as a method of organizing the changing bitrate of the encoded bitstream to produce high-quality
decoded frames at a required bitrate.

In video coding, rate control is executed by using a set of steps. The first step is to update
the required average bitrate for each short time interval. The next step is to determine the frame
coding type (I -, P-, or B-frame) and the bit budget needed for each frame to be encoded. The
last step is to determine the coding type and Q for each block in a frame to meet the required
rate for this frame [Rama_17, Cao_18].

2.3 Encoder Modeling

Rate control is usually adopted in the video coding system to accomplish a required bit rate
by adjusting the quantization parameter (QP) which integer values correspond to some
quantized values of the quantization step. The relationships between the quantization parameter
and the equivalent quantization step size for the transform coefficient are as follows:

1. For HEVC [Sze_14] and VVC [VVC],
Q = f(QP) = (21/%)°F*, 2.1)
where:
QP - quantization parameter,
Q - quantization step size.

From equation (2.1), the quantization step size equals 1 for the quantization parameter equal
to 4.
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2. For AVC, Table 2.1 shows the values of Q and the corresponding values of QP.

Table 2.1: The width of quantization intervals Q and the corresponding values of QP in the
AVC codec [Rich_03a].

QP| O 1 2 3 4] 5 46 | 47 | 48 | 49 | 50 | 51
Q 10.625]0.6875|0.8125|0.875|1]1.125| " | 128 | 144 | 160 | 176 | 208 | 224

In AVC, the quantization step size doubles in size for every increment of 6 in the
quantization parameter [Rich_03a].

Fig. 2.5 presents the relationship between the quantization parameter and the equivalent
quantization step size for AVC, HEVC, and VVC codecs.
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Fig. 2.5. Quantization step (Q) as a function of the quantization parameter (QP).

Once the bit budget is allocated, the following step is to estimate the encoding parameters
that enable the required bitrate to be reached. Changing Q is the first approach to reach a
required bitrate, which leads to modeling functions linking bitrate and quantization step (R-Q)
[Chia_96, Chia_97]. The R-Q model can be very complex to derive. Therefore, other models
have been proposed, such as p-domain (R-p) [Kim_01, He_02, He_08]. The R-p model consists
of passing through an intermediate and more simple linear model to avoid the R-Q model. The
A-R model was used to control the bitrate by finding the relationship between the bitrate and
the Lagrangian multiplier (1) (1 is the slope of the R-D (rate-distortion) curve) in [Li_12,
Li_20a, Li_20b, Yang_20, Chen_22]. In [Gao_19], a learning-based initial QP method was
presented to replace the traditional calculative method, which works to improve the
performance of rate control. A proposed neural network-based approach was presented in e.g.
[Li_17, Kian_20] to control the bitrate by estimating the model parameters to improve the
efficiency.
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2.3.1 R-Q Approach

In [Choi_13, Tan_17, Cao_18, Mao_22], an R-Q model-based rate control scheme was
proposed. The R-Q model depends on the relationship between the bitrate and the quantization
step. The R-Q relationship is based on two main models: the quadratic R-Q model and the
simple R-Q model.

For the quadratic R-Q model, which was used with AVC [Hu_10, Xiao_11] and HEVC
[Lian_13, Wu_15] coding, the relationship between Q and B (the number of bits) was written
as:

B(Q) =a-%+b-MQA2D, (2.2)

where:

aand b - model parameters that depend on the video content,

MAD - mean absolute difference between the reconstructed and the original image,
Q - quantization step size,
B - number of bits per frame.

In asimple R-Q model, used with AVC [Dong_07c, Dong_09, Lu_14] and HEVC [Cen_14,
Wang_18] coding, the simple relationship between Q and B was expressed as:

B(Q) ="+ ¢: (2.3)

where @, and ¢, model parameters that depend on the video content and can be determined by
using a linear regression method [Wei_05, Yan_09] between R-Q points.

The authors in [Graj_10] proposed a model to find the relationship between B and Q; the
following relationship was proposed:

B(Q) = — (2.4)

Qb+c’

where:

B - number of video bits per frame,

a,b,and ¢ - model parameters that depend on sequence content,
Q - quantization step size.

A comparison between the quadratic R-Q model and the simple R-Q model was presented
in [Dong_07a]. The authors in [Dong_07a, Dong_07b] found the quadratic R-Q model
consistently gives smaller errors, and thus, it is more accurate than the simple R-Q model. As
is well known, quadratic R-Q models are based on complex functions; thus, it has been found
that few applications are using the quadratic R-Q models because of their high computational
complexity [Chia_97, Dong_07b]. Due to the computational complexity of the quadratic R-Q
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model and the low accuracy of the simple R-Q model, the proposed model was presented in
[Graj_10]. The authors in [Graj_10] declared that model (2.4) mostly fits very well with the
experimental data in a wide range of bitrates. Besides, the authors in [Graj_10] claimed that
the proposed model (2.4) outperforms the model from the reference implementation of an
MPEG-4 AVC/H.264 encoder. Consequently, model (2.4) will be used in this dissertation to
control the bitrate for sequences.

2.3.2 R-p Approach

The linear model was applied in MPEG-2 [Lee_98, Kim_01], AVC [Lim_07, Zhan_11],
and AVS-1 [Wang_09], and a linear relationship between bitrate and p was assumed, where p
is the percentage of zeroes among quantized transform coefficients. It is observed that the value
of p increases with increasing Q; therefore, it is possible to find an individual mapping of the
value of p on Q, and so the required bitrate to represent the compressed image in function p is
expressed. Generally, the R-p model was described in the following equation:

Rrc(p) =6 -(1—p), (2.5)
where,
Ry - bitrate for transform coefficients,
0 - a model parameter related to the video content,
p  -apercentage of zeroes among quantized transform coefficients.

From equation (2.5), Ry depends on & and p. According to [Ser_11], @ is constant.
Therefore, the value of p can be determined according to the target bitrate. In [He_02,
Wang_13a, Wang_13b], a mapping scheme between p and Q was presented to determine an
appropriate Q to meet the target bitrate.

Modern video coding standards (HEVC and VVC) present the skip prediction method and
a flexible guad-tree coding unit partition scheme, leading to a significant difference in the
distribution of zeros after transformation and quantization. Besides, the linear relationship
between p and Ry, assumed, is inaccurate. As a result, the linear p-R model is rarely used in
modern video coding standards (e.g., HEVC and VVC). Because of this problem, the proposed
approach was presented to convert the p-R model to the R-Q model in [Wang_13a, Wang_13b]
as follows:

Rrc =0 (1 —p) =0 Nnon_zero (2.6)
Nnon_zero =N +a- Q +b- Q% 2.7)
where,
Nyon zero - number of nonzero transform coefficients,
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N - total number of the frame,
Q - quantization step size,
aand b - model parameters that depend on the video content, obtained via the linear

regression scheme.

Finally, the proposed model in [Wang_13a, Wang_13b] can be obtained by
Rrc =6 Npon_zero = 0 (N+a- QZ +b-Q). (2.8)

From the previous works [Wang_13a, Wang_13b], it is noticed that the p-R model cannot
be used with modern video coding standards due to its inaccuracy in determining the bit rate.

2.3.3 R-A Approach

Many R-A models have been proposed to find the relationship between bitrate and A, where
J. represents the slope of the R-D (rate-distortion) curve. The R-A model was used with AVC
[Hu_12, Li_14a], HEVC [Li_14b, Cord_16, Wang_16, Lei_18, Abol_19, Li_19] and VVC
[Chen_20, Li_20c, Zhao_22] to calculate the bitrate control. In equation (2.9), the relationship
between distortion (D) and bitrate (R) was modeled as a hyperbolic function.

D(R) = C-RX, (2.9)

where C and K are model parameters relevant to the video content (these parameters are
estimated based on the video content). As is well known, 1 is the slope of the R-D curve, which
can be calculated by

__5op
1=-22. (2.10)

Then, a relationship between 1 and bits per pixel (bpp) is shown in
A= a- bppP, (2.11)

where « and g are content-related parameters. This approach depends on the accurate
approximation of the Lagrange multiplier (). Once the A for the required bitrate is determined,
all the coding parameters, including the quantization parameter (QP), can be chosen by the
Rate-distortion optimization process [Sull_98]. In [Chiu_12, Li_12], it was observed that the
relationship between QP and /n(Z) is a linear one, regardless of the coding level and coding
structure. Therefore, the relationship between QP and In(}) is:

QP = ay - In(4) + by, (2.12)

where a, and b, are constant parameters that are estimated by using the least-squares fitting
to the optimum QP-In(4) pairs for sequences.
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2.4 Bit Allocation

Bit allocation is one of the primary issues in video coding. The basic idea of bit allocation
is to reduce overall distortions within a required bitrate. Bit allocation can be divided into three
levels: GOP level, frame level, and block level. Much research was presented to calculate the
bit allocation [Rama_17].

A video sequence is divided into groups of pictures (GOPs). A GOP can contain the
following frame types: | frame, P frame, and B frame. As is known, GOP-level bit allocation
is the first step of rate control and has a significant effect on rate control performance [Song_17,
Wang_20a, Zhou_23b]. The GOP-level rate control includes determining the total number of
bits for each GOP. In [Sanz_13, Cheng_19], GOP-level rate control algorithms for video
coding were presented. In [Lian_13, Cao_18], R-Q model-based rate control for GOP-level
was proposed. Also, GOP-level rate control with the R-A model was introduced in [Tang_19,
Zhan_19].

Many algorithms have been proposed for frame-level rate control [Guo_17, Chen_18,
Guo_19, Liu_22]. The aim of frame-level rate control for video coding is to obtain
approximately constant frame quality along with the time when each frame should get a portion
of the target GOP number of bits proportional to frame type complexity. The authors in
[Lin_08, Zhan_11] proposed p-domain rate-frame based rate control. In [Lu_14, Wang_18],
frame-level rate control with the R-Q model was suggested. A domain rate control based frame-
level was presented in [Li_18b, Sanc_18].

Many block-level rate control algorithms for video coding have been presented in
[Medd_14, Medd_15, Shen_16, Zhan 17, Lei_18, Yan_20a, Yan_20b, Liu 21, Lin_22,
Wang_22]. Block-level rate control with the R-Q model was introduced in [Shi_08, Wu_14].
In [Yang_14, Maun_16], R- A rate control based on rate-block was proposed.

Conclusions: the GOP-level bit allocation approach takes into consideration the number and
types of frames being encoded, along with any error in encoding previous GOP sequences
[Wu_11]. In contrast, the frame-level bit allocation approach takes into account separate
models to estimate parameters according to the picture position in hierarchical GOP. The
block-level bit allocation approach consists of considering each block in a specific picture as a
rival component of participation in the available frame-level budget.

2.5 Immersive Video

Immersive videos have gained great popularity recently, because they give the audience a
new viewing experience by deeply involving them in the content, meaning the ability to absorb
the user entirely into a visual scene. Immersive videos may be linked to both original and
computer-generated content. Also, immersive video content is occasionally described as high-
realistic [Doma_17, Wien_19, Vada_22].

Immersive videos are video recordings where a scene is recorded in all directions at the
same time. They are usually shot using an omnidirectional camera (also known as a 360°
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camera), or a collection of separated cameras, which are connected and mounted in a spherical
array. In the immersive video, a head-mounted display (HMD) can be used to give users the
option to select their field and direction of view by head movement, to simulate a real-world
viewing experience [Jeon_19, Jung_22].

2.6 Multiview Video Representations

Many ways of representation are used to recreate a scene. The type of representation
depends on the content that camera systems can produce on their own or by processing original
data. Many approaches have been proposed to represent three-dimensional scenes, like image-
based representation, geometry-based representations, and intermediate representations
[Ozak _07, Smol_09].

Image-based representations usually require a large number of cameras to achieve good-
performance rendering [Smol_09]. Views are generated using interpolation from the available
camera views without using any geometrical model. The main advantage of image-based
representations is the possible high quality of virtual view synthesis, avoiding any three-
dimensional scene reconstructions. In image-based representation, complexity is a primary
problem, as the quantity of data to be processed is huge. Examples of this kind are ray-space
and light-field [Fuji_94, Ozak_07, Tani_12a].

Geometry-based representations may require a lower number of cameras but rely on
complicated image processing algorithms (e.g., geometry estimation algorithms, etc.). View
generation is usually expensive and requires human assistance. Examples of this approach are
point-cloud and 3D meshes [Ozak_07, Nata_11]. This approach is used in movies, computer
games, etc.

Another approach is called intermediate representations, which include both a geometrical
model and standard camera views. Multiview Video plus Depth (MVD) representation is one
example of intermediate representations [Mull_11, Tani_12c].

Some ways to represent multiview video are presented in this section as multiview video
plus depth, point cloud, and ray-space.

2.6.1 Multiview Plus Depth

Multiview plus depth (MVD) is the most commonly used representation for applications
like Free Viewpoint Television (FTV) [Tani_12c, Stan_18] and 3-dimensional Television
(3DTV) [Kubo_07] [Ozak_07] [Lafr_16]. MVD includes a number of views — very diversified,
sometimes less than 10, sometimes more than 100 — and depth maps. In Fig. 2.6, an example
of a multiview video plus depth maps is shown. A depth map represents the geometric
information about a scene. Depth maps can be estimated by using algorithms of depth
estimation [Seno_15, Du_19, Miel_20, Schr_22].

26



Yasir Al-Obaidi “Modeling of Codecs for 3-Dimensional Video”

Due to limited communication channel throughput, the transmission of all videos from
cameras to the decoder is not possible, because it requires too high bitrate — even with the use
of the latest technology. MVD provides the ability to produce a synthesized view as viewed by
a virtual camera. Such a virtual camera can be put in the position of another real camera or an
arbitrary position. Thus, MVD requires sending a limited number of views and depth maps to
the decoder. The remaining (unsent) views will be produced at the decoder side based on
transmitted views [Puri_16, Ceul_18]. The views which are produced at the decoder side, are
called virtual views. The virtual views can be generated by view synthesis [Dzie 16, Li_18a,
Nam_22]. Thus, the generation of virtual views permits users to alter the viewpoint within the
scene freely [Tani_12c].

Because the required data of multiview video plus depth video is huge, many methods have
been presented to compress multiview video plus depth maps, and it will be mentioned in
Section 2.7.

Fig. 2.6. An example of multiview video plus depth maps for the Ballet test sequence.

2.6.2 Point Cloud

Point clouds are groups of points representing 3D objects, as shown in Fig. 2.7. A point
cloud consists of a set of coordinates indicating the location of each point, along with one or
more attributes, such as color, transparency, and material properties associated with each point.
Three-dimensional point clouds can be captured utilizing many cameras and depth sensors in
different setups. Also, point clouds are used to create 3D meshes and other models used in 3D
modeling for various fields, including architecture, geographic information systems, medical
imaging, manufacturing, 3D gaming, and various virtual reality (VR) applications [Lins_01,
Ozak_07, Schw_19, Fran_22].

Point clouds are distinguished by simplicity and versatility. Point clouds are flexible to
noise, as there are no suppositions on the structure, such as the smooth manifold assumption
needed for meshes [Lins_01]. Also, this approach does not require preprocessing and thus is
suited to real-time applications. However, point clouds are disorganized and there is no
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correspondence or correlation between frames. This problem creates a challenge to exploiting
temporal redundancies for compression. Point clouds often consist of millions to billions of
points that require significant storage space and/or transmission bandwidth. Therefore, the
compression of data is important in point cloud-based applications [Tulv_16]. A point cloud
can be compressed in two ways [Graz_20]. The first way is called video-based point cloud
compression (V-PCC) which consists of projecting the three-dimensional space onto a set of
two-dimensional patches and encoding them using 2D video techniques. The second way
(geometry-based point cloud compression (G-PCC)) is to cross the three-dimensional space
directly to generate the predictors [Schw_19].

Fig. 2.7. An example of point cloud representation with MATLAB.

2.6.3 Ray-Space

Ray-Space representation is one of the ways used to represent 3D scenes by converting the
original multiview images to “ray” parameters [Fuji_94, Tani_12a]. In addition, ray-space is a
virtual space, but it is straightforwardly joined to real space.

In a three-dimensional scene, a ray is represented by using a set of parameters, which can
describe all rays of 3D space. The ray parameters indicate the direction of the light ray and the
coordinates of the intersection of the ray and x-y plane [Adel 91, Mcmi_95, Levo_96]. In Fig.
2.8, aray in a 3D scene is represented by four parameters; two parameters for the direction (6,
) of the light ray and the other two for the position (x, y) that represents the intersection of the
ray and the reference plane.

In ray-space representation, the image information from a specific viewpoint is represented
as one subspace of all the ray-space. The data captured by the organization presented in Fig.
2.8a can be shown as a ray-space shown in Fig. 2.8b. The five views in Fig. 2.8a correspond to
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the 1st to 5th vertical sections in Fig. 2.8b. Thus, an arbitrary viewpoint image can be created
by reading and transforming the corresponding data in the ray-space. Therefore, ray-space
representation can be used in applications like Free Viewpoint Television [Tani_12b] and 3-
dimensional television [Shao_05, Tani_12b].

Since ray-space is composed of a large number of 2D real images, it has a huge amount of
data, and thus, must be compressed before storage or transmission. Since most of the ray-space
compression methods only use two-dimensional intra-frame redundancies, they are similar to
the still image compression techniques, leading to low compression efficiency. Therefore,
compression is one of the important issues that must be overcome in ray-space representation.

Visual Field
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a. Real Space b. Ray-Space

Fig. 2.8. Definition of Ray-Space [Fuji_94, Tani_12a].

2.7 Compression of Multiview Video Plus Depth Maps

As already mentioned in Section 2.6.1, MVD includes multiple videos and associated depth
maps, which means that the volume of MVD data is huge. Therefore, MVD must be
compressed before transmission and storage. Many methods have been proposed to compress
multiview video plus depth maps: simulcast coding, multiview video coding, and 3D video
coding.
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2.7.1 Simulcast Coding of Multiview and Multiview Plus Depth Video

A straightforward method to compress multiview video plus depth is to use 2D coding,
usually known as simulcast coding. Simulcast coding consists of independently encoding the
views and depth maps, meaning that each view is coded separately, and each depth map is
coded separately. For example, standard video encoders such as AVC [Rich_03b], HEVC
[Sull_13, Sze _14], VVC [Sull_18, Bros_20, Hami_22], or AV-1 [Riza_18, Trow_20] can be
utilized for this purpose. Fig. 2.9 shows the compression of stereoscopic video plus depth by
using simulcast coding. An example of the prediction structure of a simulcast coding algorithm
is explained in Fig. 2.10, where each view is independently coded, and compression only
exploits temporal redundancy [Merk_07]. The arrows in Fig. 2.10 indicate the direction of
prediction in GOP (all arrows from a reference picture to the prediction target picture).

An advantage of simulcast coding is that standard video encoders can be used for multiview
plus depth coding. This approach is the simplest solution, compared to later solutions, as it only
exploits temporal redundancy and does not exploit spatial redundancy between views, keeping
the computational cost and the coding delay on levels achieved by state-of-the-art schemes in
video coding. Also, it is a suitable solution for the current technology, as each of the views can
be decoded using existing decoders.

I
I

: Bitstream :
View | 2Dvideo | > 2D video Recopstru_cted
encoder decoder view i
- y Bitstream y y
Depth map 2D video 2D video Reconstructe
i encoder |~ > decoder > depth map i
Bitstream
View i+1 2Dvideo | > 2D video Recgnstructed
encoder decoder view i+1
- y Bitstream - -
Depth map 2D video 2D video Reconstructe
i+1 encoder |~ e > decoder | depth map i+1
1
1

Fig. 2.9. Simulcast coding of stereoscopic video plus depth.
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Fig. 2.10. An example of prediction structure for stereoscopic video plus depth in simulcast
coding.

2.7.2 Multiview Video Coding

Multiview video coding involves coding two or more views together and then sending them
in a single bitstream. Fig. 2.11 presents a block diagram of the compression of stereoscopic
video plus depth by using multiview coding. Multiview video coding techniques (e.g., MV-
HEVC, MVC) [Vetro_11, Tech_16, Chou_22, Huv_23, Deng_23] provide a more effective
method to code multiview video plus depth than simulcast coding by taking advantage of inter-
view redundancy. The approach exploiting the temporal redundancies can be used to eliminate
inter-view redundancy by disparity-based techniques. The disparity between various views is
treated as a movement in the temporal direction, and the same methods utilized to model motion
fields are used to model disparity fields [Hann_13, Chen_15]. Fig. 2.12 explains an example
of a multiview coding structure with both temporal and inter-view prediction for stereoscopic
video plus depth. The arrows in Fig. 2.12 show the direction of prediction from a reference
picture to the prediction target picture.

One of the essential features of multiview video coding is that the primary block-based
coding and the decoding process of 2D coding stay fixed. In addition, the primary principle of
multiview video coding is to reuse the two-dimensional coding tools, with modifications made
only to high-level syntax on the slice header level and above. Multiview video coding uses one
of the views as a base view, while the rest of the views as dependent views, as shown in Fig.
2.12. The base view is coded by using standard 2D video coding. In contrast, the dependent
views are created by inter-view prediction to achieve high compression performance.
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Fig. 2.11. Compression of stereoscopic video plus depth by using multiview coding.
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Fig. 2.12. Example of prediction structure with both temporal and inter-view predictions
for stereoscopic video plus depth in multiview video coding.
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2.7.3 3D Video Coding

3D video coding consists in joint compression of all videos and depth maps, which means
exploiting the correlations between views and between video and depth components
[Doma_13, Tech_16]. 3D video coding does not exploit only temporal and inter-view
redundancies, but also the inter-component redundancy for video and depth.

3D video coding (e.g., 3D-AVC, 3D-HEVC) is an extension of the standards of video
coding (e.g., AVC or HEVC) that are being used by adding extra coding tools and inter
prediction techniques between components, as indicated by the red arrows in Fig. 2.14. One of
the views, which is called the base view or independent view, is coded independently of the
other views using 2D HEVC video coding. The other views are called dependent views because
they may be coded depending on the data of the other views. 3D video coding uses quantization
parameters for views and depth maps to find a trade-off between the quality of views and
bitstream size. Also, camera parameters are additionally included in the bitstream for view
synthesis [Doma_13, Chen_15]. 3D video coding is used in many practical applications, such
as advanced three-dimensional television (3DTV), free-viewpoint television (FTV), and 3D
digital cinema applications. Fig. 2.13 presents a block diagram of the compression of
stereoscopic video plus depth by using 3D video coding. In addition, Fig. 2.14 shows a 3D
video coding structure.

View i > : Recc\)/?:\:\:uicted
Depth Bitst Reconstructed
map i > MUItiVieW Istream MUItiVieW —> depth map i
video plus video plus
View depgh ddep;h Reconstructed
1 > encoder ecoder |—>t view i+1
Depth Reconstructed
map i+1 depth map i+1

Fig. 2.13. Compression of stereoscopic video plus depth by using 3D video coding.
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Multiplexer
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Fig. 2.14. 3D video coding structure with the inter-component prediction (red arrows) for
stereoscopic video plus depth.

2.8 View Synthesis

In three-dimensional video applications (e.g., FTV, 3DTV, etc.), it is necessary to use the
view synthesis process to create virtual views. Virtual views are generated by methods of view
synthesis from videos and depth maps obtained by a camera system. Thus, the virtual view
quality depends on the quality of views and depth map information in the view synthesis
process [Dzie_16, Puri_16].

Many virtual view synthesis methods were proposed in research [Tani_09, Dzie 16,
Li_22, Zhan_22]. Therefore, virtual view synthesis methods can be classified according to
several aspects. The first one is the number of real views that are used to synthesize the virtual
view. Most methods allow using two real views to create a virtual view [Tani_09, Li_13,
Jin_16a], while other methods of synthesizing a virtual view depend on three or more real
views [Dzie_16, Ceul _18]. Secondly, the existing methods can be divided according to the
camera arrangement in multiview systems, such as systems with linear camera arrangement
[Akin_15, Jun_15] or nonlinear camera arrangement [Doma_ 14, Yu_16]. Thirdly, the
synthesis methods can be categorized according to the type of camera used in a multiview
system: light-field cameras [Levo 06, Kim_13, Yao _16], or omnidirectional cameras
[Wegn_17, Doma_18]. Fourthly, the methods of synthesis view can also be classified
according to the computation time. Methods that allow the synthesis of virtual views in real-
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time can also be classified as designed for FPGA (Field Programmable Gate Array)
[Wang_12], graphics cards [Rogm_09, Do _11, Yao_16], or CPU (Central Processing Unit)
[Dzie_18b].

2.9 Encoder Modeling and Bit Allocation for Multiview Video Plus Depth

The issue of bit allocation for multiview video plus depth has already been studied in many
previous works [Fehn_04, Mull_09, Stan_13a]. As is well known, the aim of bit allocation is
to obtain the highest possible quality of synthesized views based on the decoded views and
depth map data at the assumed bitrate. Therefore, many methods have been proposed to find
the bit allocation for multiview video plus depth maps; let us present a review of the previous
studies.

A study on the influence of bitrate allocation for video and depth data based on the
synthesized view quality was presented in [Bosc_11, Bosc_13], while no formula was proposed
that satisfies this requirement. In similar research [Mull_09], the authors did not propose any
formula to solve the bit allocation issue, like in [Bosc_11, Bosc_13].

In [Morv_07], the effect of sequence coding on the virtual view quality has been studied,
but the results obtained in this research were based on very limited assumptions, where only
intra-image coding was used. Also, the study was based on the analysis of the results of using
only two sequences of a very similar nature.

Another study discussed the bit allocation issue [Fehn_04], using an approach depending
on a fixed ratio (5:1) to allocate bits between views and depth maps, meaning that the approach
did not consider the influence of the content factor in the views and the depth maps on the
quality of the virtual view. Therefore, this approach is rarely used to calculate bitrate allocation
for multiview video plus depth.

A model was proposed by [Klim_14a] to calculate bit allocation by finding a nonlinear
relationship between the quantization parameter for views (QP) and the quantization parameter
for depth maps (QD). Furthermore, the authors did not calculate APSNR and ABitrate between
coding with their proposed approach against coding with other approaches. Unlike the previous
study [Klim_14a], the authors in [Stan_13a, Klim_14b] used linear models to describe the
relationship between the quantization parameters of the video data and depth data. In this study,
the coding performance with algorithmically optimized QP-QD quantization parameter pairs
was compared with a reference (QP = QD).

Some researchers did not provide a formula to represent the relationship between QP and
QD in order to calculate bit allocation for multiview plus depth, while other studies introduced
some models to describe this relationship. All models proposed in the previous studies are only
suitable for finding bitrate allocation with linear multiview sequences. Therefore, the issue of
bitrate allocation for MVD video remains open.
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2.10 Influence of the Depth Map on Virtual View Quality

One of the most important issues in multiview video plus depth is to know the influence
of depth map fidelity on the quality of the synthesized virtual view [Mull_11, Puri_16].
Therefore, many studies have examined this issue, as will be further presented.

In [Nur_10], the authors studied the impact of the spatial resolutions of depth maps
encoded in various qualities on 3D video quality and depth perception. Additionally, the
authors concluded that the higher the spatial resolution of depth maps was, the more did the
video quality and depth perception increase.

The authors in [Yama_10] proposed using the luma PSNR average of the synthesized view
produced from uncompressed views and compressed depth maps relative to the synthesized
view from uncompressed views and depth maps as a measurement of the effect of depth map
quality.

Another research studied the relationship between depth map quality and synthesized
video quality measured by perceptual quality metrics [Bani_13]. Two possible depth map
artifacts, which are only generated in depth map compression with quantization parameters 25
and 45, were applied to the depth map sequence corresponding to the left view of a stereo video
pair. The synthesized views were created depending on the original views and the distorted
depth map sequence. Subjective evaluations showed that the synthesized video quality depends
on the depth map quality.

The influence of a virtual depth map synthesized from neighboring views on virtual view
quality was studied in [Lee_11]. The authors found that the boundary regions in the synthesized
depth image only led to producing visual artifacts in the virtual image. Furthermore, the authors
suggested an edge-based depth map coding method, which only encodes the boundary areas,
including the edge blocks, and skips the remaining areas without encoding.

In previous studies, the effect of depth map quality on virtual view quality has been
studied, but the outcomes obtained in these studies were based on certain assumptions, meaning
that these studies were not based on comprehensive research on this issue. Therefore, such a
comprehensive study will be presented in the dissertation.

2.11 Conclusions

This chapter presents the scientific and technical challenges of multiview video. One of
these challenges is how to represent a 3D scene by using multiview videos. Many ways were
presented to represent a 3D scene like multiview video plus depth, point cloud, and ray-space.
Multiview video plus depth is the most popular and widely used representation in research and
applications — such as virtual navigation, free-viewpoint television, and virtual reality — related
to 3D video. Multiview video plus depth will be considered in this dissertation because this
format will allow any intermediate view within a particular range to be produced using view
synthesis. Consequently, it can reduce the number of transmitted views. Additionally, the video
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plus depth representation is suitable for rendering and compression [Merk_07]. In contrast, the
point cloud and ray-space formats will not be considered in the dissertation because they lack
effective and reliable compression methods.

Due to the required data of multiview video plus depth, the video is still very large, which
is why many ways have been presented to compress multiview video plus depth maps, which
are simulcast coding, multiview video coding, and 3D video coding. The 3D video coding is
the most effective compared to other codecs, especially with MV D sequences which have been
acquired using cameras with parallel optical axes and densely distributed in a line (linear
camera arrangement). Simultaneously, the efficiency of 3D video coding is significantly lower
with MVD sequences which have been obtained by using cameras sparsely located around a
scene, and their optical axes convergent with the parallax of 10-20 degrees of arc even
(nonlinear camera arrangement) [Doma_16d, Same_16]. Therefore, all MVVD compression
methods will be considered in the dissertation.

In multiview video plus depth, the bitrate allocation between views and depth maps affects
the compression efficiency. Although many methods of bit allocation for multiview video plus
depth were presented in Section 2.9, these presented methods correspond only to linear
multiview sequences, meaning that they are not compatible with nonlinear multiview
sequences. Therefore, a new bit allocation method for multiview video plus depth was
presented to meet this requirement in the dissertation.

As is well known, rate control plays an important part in 2D and 3D video coding to satisfy
different communication channel throughput and limited storage memory space. All video
codecs need rate control to deal with variable bitrate properties of the coded bitstream and to
produce good video quality at a given bitrate. Rate control algorithms usually depend on
encoder modeling and bit allocation. The bit allocation can be performed on three levels: GOP-
, Frame-, and block-level. In contrast, encoder modeling can be performed with three
approaches: the R-Q approach, the R-p approach, and the R-A approach. The R-Q model will
be considered in the dissertation due to this model's accuracy in determining the bitrate for any
video coding.
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Chapter Three
Methodology of Experiments

3.1 Goals of Experiments

Rate control is not a part of the video coding standard; yet, it is an essential part of the
encoding process. The encoder has to control many parameters to reach a target bitrate, and
also at the same time, provide good quality of decoded video.

The main goals of the experiments are as follows:

1. Assessment of models for bitrate or number of bits as functions of the quantization step
or quantization parameter.

2. Estimation of rate-distortion (R-D) characteristics for various parameters of encoders.
That way, the optimum or near-optimum parameters of the encoders will be estimated.

3. Assessment of the rate control techniques based on the models derived.

3.2 Test Sequences Used in Experiments

The dissertation mainly deals with multiview plus depth video (MVD). For the sake of
limited complexity, the experiments are limited to a "two views plus two depth maps" video.
The experiments are executed using video test sequences recommended by the Moving Picture
Experts Group (MPEG) affiliated with the International Organization for Standardization
(ISO). In all experiments, two sets of test sequences are used, which are training and
verification sets. The training set is used to estimate the parameters of the proposed models,
while the verification set is used to assess the proposed models. The test sequences differ in
their content and resolution.

The 2D sequences used in the experiments are summarized in Table 3.1. Table 3.2 shows
the multiview plus depth (MVD) sequences used in the experiments. For MVD video, the
quality is measured for a synthetic view. Therefore, the column “Synthesized view” in Table
3.2 provides the view number that defines the geometrical location of the synthetic view. The
reference views for synthesis are fixed for each sequence (cf. “Used views” column) in Table
3.2. Fig. 3.1 presents examples of frames for one view of each MVD sequence.
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Table 3.1: Test 2D sequences used in experiments

Sequence name Resolution | Frame rate
Training set of 2D sequences
PeopleOnStreet [JCT] 2560x1600 30
Traffic [JCT] 2560x1600 30
Kermit [Sala_19] 19201080 25
Poznan_Block2 (view 2) [Doma_16b] 1920x1080 25
Poznan_Fencing (view 2) [Doma_16b] 1920x1080 25
BBB.Butterfly (view 49) [Kova_15] 1280x768 25
BBB.Flowers (view 39) [Kova_15] 1280x768 25
Ballet (view 3) [Zitn_04] 1024x768 25
Breakdancers  (view 2) [Zitn_04] 1024x768 25
Keiba [JCT] 832x480 30
RaceHorses [JCT] 832x480 30
Basketball_Drill [JCT] 832x480 50
Basketball_Pass [JCT] 416x240 50
BQSquare [JCT] 416x240 60
Verification set of 2D sequences
Poznan_CarPark (view 3) [Doma_09] 1920x1088 25
FourPeople [JCT] 1280x720 60
ChinaSpeed [JCT] 1024x768 30
BQMall [JCT] 832x480 60
BlowingBubbles [JCT] 416x240 50

Table 3.2: Test MVD sequences used in experiments

. Used Synthesized
Sequence name Resolution . .
views view
Training set of MVD sequences
Ballet [Zitn_04] 1024x768 3,5 4
Breakdancers [Zitn_04] 1024x768 2,4 3
BBB.Butterfly [Kova_15] 1280768 49, 51 50
BBB.Flowers [Kova_15] 1280x768 39,41 40
Kermit [Sala_19] 1920x1080 5,7 6
Poznan_CarPark [Doma_09] 1920x1088 3,5 4
Verification set of MVD sequences
Poznan_Block2 [Doma_16b] 1920x1080 2,6 4
Poznan_Fencing [Doma_16b] 1920%x1080 2,6 4
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Fig. 3.1. Examples of views from test sequences used in experiments.
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3.3 Test Video Codecs

The experiments are executed using the basic standard video codecs (mentioned in Section
2.7), as shown in Table 3.3.

Table 3.3: Video codecs used in experiments

Video coding standard Reference software ng?]rgi?ir;rt]?t
AVC (Advanced Video Coding) (ISO/IEC | JM codec in version [Tour_09]
14496-10, ITU-T Rec. H.264) [AVC_std] 19.00 [AVC] -
Single | HM codec in version
view 16.18 [HEVC] [Boss_12]
HEVC (High Efficiency Video HTM codec in
Coding) (ISOMEC | 1 itiview | version 16.3 [MVHEVC]
23008-2, ITU-T Rec. [MVHEVC]
H.265) [HEVC_std]
HTM codec in
3-D version 16.3 [3DHEVC]
[3DHEVC]
VVC (Versatile Video Coding) VTM codec in
(ISO/IEC 23090-3, ITU-T Rec. H.266) version 7.3 [Boss 19]
[VVC_std] [VVC]

The encoders are configured according to the MPEG common test conditions for 2D and
3D sequences in the experiments, as shown in Table 3.3. The data are obtained for QP (the
quantization parameter) values from 15 to 50, which corresponds to the used bitrates in
practice. The GOP structure used in the experiments for all codecs is | B3 B2 B3 B1 B3 B2 B3
BOB3B2B3B1B3B2B3PB3B2B3B1B3B2B3B0B3B2B3B1B3B2B3,i.e.aGOP
that comprises 32 frames.

3.4 View Synthesis

The state-of-the-art synthesis software called View Synthesis Reference Software (VSRS
3.5) is often used in the literature (e.g., [Rana_10, Luca 13, Oh_14, Liu_15, Miel 183,
Raha 19, Miel 20, Li_22, Zhan_22]). This software was developed and is continuously
improved by the ISO/IEC MPEG community [Miel 18b]. Therefore, View Synthesis
Reference Software (VSRS 3.5) [Stan_13b] will be used in all experiments in this dissertation
to synthesize the virtual views.
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3.5 Video Quality Assessment

Fig.3.2 shows the virtual view quality assessment flow chart. Initially, views and depth
maps were encoded and then decoded using proposed compression techniques (shown in
Section 3.3). Then, decoded views and depth maps were used to create a required virtual view.
This virtual view was compared via video quality assessment with the view acquired by a real
camera in exactly the same position in the 3D space as the created virtual view.

Video quality assessment is an essential matter in a free-viewpoint television system, where
the quality of virtual views determines the total quality of the system. Many quality measures
have been used to assess the quality of the virtual view [Lin_14, Fari_15]. Therefore, quality
evaluation methods can be divided into subjective and objective ones. Subjective assessment
of content is considered the most reliable assessment method, but it is the most expensive,
difficult, and time-consuming method of content assessment [Wink_05, Koni_12]. On the other
hand, objective assessment (like PSNR) is considered a more straightforward and
uncomplicated assessment method than a subjective one. The objective assessment usually
provides a well-made content quality evaluation. Also, objective and subjective metrics in most
cases produce similar results [Papa_11, Pino_14, Jung_17]. Therefore, objective assessment
(PSNR) is used in many studies (e.g., [Merk 07, Noor_13, Oh_14, Doma_15, Jin_16b]) to
measure the quality of the virtual view. Due to the above reasons, the objective measure (PSNR,
IV-PSNR) has been chosen for virtual view quality evaluation in the dissertation.

View (i-1)  Depth (i-1) View (i+1)  Depth (i+1)

| | | |

Encoder

(EJ'“;L Bitstream

Decoder

A\ 4 A\ 4 \ 4 \ 4

View synthesis for view (i)

Original View (i) Synthetic View (i)

! !

Quality assessment of the virtual view

Fig. 3.2. Virtual view quality assessment flow chart.
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3.5.1 PSNR

The term peak signal-to-noise ratio (PSNR) [Wink_05, Akra_14, Joshi_15, Likh_22,
Wali_22] is an expression for the ratio of the maximum signal power to the power of distortion
that affects the quality of its representation. PSNR is expressed in decibels according to formula
(3.1). PSNR is defined as

M-N-(2"-1)2
YL (FEN=-g(@N))?

I=1

Legend:

f(i,j) - sample value for the original image pixel with coordinates i, j,

g(i,j) - sample value for the synthesized image pixel with coordinates i, j,

M - number of rows of pixels of the images; i represents the index of that row,

N - number of columns of pixels of the image; j represents the index of that column,
n - number of bits per pixel - in all cases described in this work, n equals 8.

The value of PSNR is usually measured only for the luminance component of the picture
because the distortions in chrominance components of the image are less visible [Sull_98].
Also, determining the virtual view quality only for luminance is a common practice, often used
in literature (e.g., [Jun_15, Dzie 16, Ceul 18, Fach_18, Li_18a]). Therefore, PSNR will be
calculated only for the luminance component (Y component) of the picture.

In a virtual view, the PSNR measure doesn't always reflect the quality measured using a
subjective method. For example, a very small object edge shift that often occurs in the
synthesized view does not change the viewer’s impression but decreases the quality of the
virtual view measured by PSNR [Puri_15]. Although PSNR measurement is not accurate in all
cases, PSNR is characterized by simplicity. Thus, in most publications in the field of virtual
view synthesis, the quality of synthesized views is determined by PSNR. Therefore, Y-PSNR
(PSNR for luminance component) will be used in this dissertation to calculate the virtual view
quality.

Recently, a new method has been proposed, which is IV-PSNR, to measure the quality of
synthesized views to solve some cases of the inaccuracy of PSNR mentioned above.

3.5.2 IV-PSNR

IV-PSNR [Dzie 19, Dzie_20, Dzie 22] is an objective quality metric proposed for
stereoscopic, multiview, and immersive video applications and it is PSNR with some
modifications. The corresponding pixel shift and global color shift are the substantial
modifications that were added to regular PSNR. The corresponding pixel shift aims to take out
the effect of a little shift of object edges produced by the re-projection error. Whereas, the
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global color difference intends to lessen the impact of various color characteristics of diverse
input views.

IV-PSNR value is calculated as:

YLl 1v—PSNR(C)-ccw(C)

IV — PSNR = ST 3.2
Legend:
IV-PSNR(C) - IV-PSNR for component C,
CCw(C) - color component weight for each color component C (e.g., CCW = 1 for the

luminance component, and CCW = 0.25 the chrominance components
[Dzie_19, Dzie_20]),

L - number of components (e.g., L for YUV is 3).
IV-PSNR(C) is calculated by using equation (3.3).

( \
| H-MAX2 |
IV = PSNR(C) = 10+ logi R P i min W(;I(:;l,}é)—g(x;e,ya,m+GCD(C))2 i (3:3)
Ve y+oK]

Legend:

W - width of the image,

H - height of the image,

MAX - maximum value of luma (a color component),

f - original image,

g - synthesized image,

By, - size of the analyzed block in the original view,

GCD(C) - global color difference for component C.

According to [Dzie_19, Dzie 20], B, = 5 is chosen in the experiments, which
corresponds to a 2-pixel shift of object edges.

The global color difference is determined as follows:
GED(C) = max (7 223 B (f (3, €) = 9(x,3,€)), MUD(C) ). (3.4)

where MUD(C) is the maximum unnoticeable difference for color component C. In the
experiments, MUD =1% was assumed for all the color components, according to [Dzie 19,
Dzie_20].
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3.6 Bjgntegaard Metrics

Bjgntegaard metrics are widely utilized in research to compare the coding efficiency of the
codecs [Hann_13, Stan_13a, Yu_13, Klim_14b, Oh_14, Same_16, Stan 18, Topi_19,
Mans_20, Meue_20, Siqu_20, Bros_21, Merk_22, Kim_23]. Therefore, Bjgntegaard metrics
will be used in experiments in this dissertation to compare the coding performance with the
proposed approach against the coding performance with other approaches.

Bjontegaard metrics can be divided into two metrics. The first metric (represented by
ABitrate [kbps]) calculates the average bitrate difference by comparing the bitrate of the
streams produced by each of the analyzed codecs for the same quality of decoded images, as
shown in Fig.3.3a. Whereas the second metric (represented by APSNR [dB] or AIV-PSNR
[dB]) computes average quality differences by comparing the quality of decoded images done
for the same bitrate, as shown in Fig.3.3b. In Bjgntegaard metrics, the comparison results are
usually calculated by four points generated with different QP values, but it can be easily
extended to an arbitrary number of points when needed. A detailed explanation of the method
for calculating Bjentegaard metrics can be found in [Bjon_01].

The Bjentegaard rate is computed between the two R-D curves, as shown in Fig.3.3.
APSNR and ABitrate are calculated in the following equations:

f If,lwgl’;a[PSNRl(Bitrate)—PSNRz(Bitrate)] dBitrate

APSNR = Yre—vE : (3.5)
:;iixb[Bitrat91(PSNR)—Bitratez(PSNR)] dPSNR

ABitrate = —=2 , (3.6)

Maxp—Miny

where, Max,, Min,, Max,, and Min,are the integration bounds, as shown in Fig.3.3.

In Fig.3.3, the coding efficiency of Codec 1 is better than Codec 2 because it achieves a
smaller bitrate at the same quality of the decoded image. Besides, Codec 1 accomplishes a
better quality of decoded image for the same bitrate than Codec 2.

PSNR PSNR
0 Codecl A Codec 1
Max;, Codec 2 Codec 2
Minb
> > Bitrate
Bitrate Min, Max,

Fig. 3.3. Bjontegaard metrics: (a) ABitrate, (b) APSNR.
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3.7 Trust-Region Method

The trust-region method is one of the optimization methods used in solving systems of
nonlinear equations. The trust-region method can use non-convex approximate models due to
the limitations of the trust region. This is one of the advantages of the trust-region method
compared to the line search method. The trust-region method is reliable, efficient, and robust,
it has powerful convergence characteristics, and it can be applied to unconditional problems.
But, the trust-region method may tend to calculate slower than other methods (for example, the
line search method) in each iteration. The trust-region method requires more computational
effort than other methods in some cases (such as Hessian remains bounded) [Byrd 87,
Alex_98, Conn_00, Mess_15, Bute_17].

To estimate the parameters of the encoding model (i.e., the parameters of the R-Q model),
the trust-region optimization method can be used. Because the trust-region optimization
method is often used in the literature of nonlinear systems (such as [Rodr_11, Mone_13,
Wang_20b]), it will be used in the dissertation to calculate the encoder models' parameters. In
experiments, this method is implemented by using the optimization toolbox of MATLAB
[Math]. The number of iterations and tolerance value used in experiments is 2 x 10° and
1 x 107°, respectively.

The trust-region method is based on decreasing the objective function (the real-valued
function whose value must be reduced over the set of possible alternatives) within a predefined
space. The first step is to determine the radius of the trust region around the current best
solution. Inside this radius, the objective function is decreased to produce a vector, which is
the minimization direction. The iterative modification of the trust-region radius is essential for
the trust-region method. The step is rejected, the radius is decreased, and a new, more local
solution is computed when the objective function cannot be reduced inside the trust-region
area. Whereas if a step succeeds in reducing the objective function as approximated, then the
trust-region radius is increased. In general, the direction alters whenever the trust-region radius
is changed [Mess_15, Bute_17].

3.8 Conclusions

In this chapter, the virtual view quality assessment procedure for stereoscopic video plus
depth was presented. Also, two-dimensional videos and MVD sequences used in the work have
been shown. The modern versions of codecs of successful video coding standards have been
selected to execute the main goals of the dissertation. Also, PSNR and IV-PSNR have been
chosen to calculate the quality of the synthesized virtual view. The trust-region method has
been chosen to estimate the parameters of the R-Q model used in the dissertation.

46



Yasir Al-Obaidi “Modeling of Codecs for 3-Dimensional Video”

Chapter Four
VVC and HEVC Video Encoder Modeling Using AVC Data

4.1 Main Idea and Motivation

In this chapter, the first part of the original research results is presented. The chapter deals
with two-dimensional (2D) video coding, as multiview video coding may be implemented by
simulcast coding using any of the 2D video codecs.

This chapter relates to solving the problem of rate control for two-dimensional video. As
mentioned in Section 2.1, several internationally standardized two-dimensional video
compression technologies were developed like AVC [Rich_03b, Tour_09], HEVC [Sull_13],
and VVC [Bros_20]. AVC coding is the least complex compression technology among those
three [Topi_19].

In a video encoder, the output bitrate depends on the complexity of the content. Rate control
is used to adjust the compressed video bitrate so that the channel throughput constraint can be
met. Thus, rate control is an essential task to ensure the successful transmission of compressed
video data through tight-band or time-varying channels in communication systems. Many
methods have been proposed to implement rate control, as shown in Section 2.3, and the R-Q
approach is one of the more efficient approaches to rate control. The quantization step size (Q)
controls the bitrate and the number of bits assigned to individual frames that much depend on
video content features. For example, Fig. 4.1 and Fig. 4.2 show R-Q curves for the two test
sequences for different codecs.

In Fig. 4.1 and Fig. 4.2, it is observed that the shapes of R-Q characteristics for different
codecs (AVC, HEVC, and VVC) are roughly similar for the given content. As it is well known,
a common aim of rate control is to adjust encoder parameters to achieve a target bitrate. An
AVC encoder is much faster than HEVC and VVC encoders, as mentioned in Section 2.1.
Therefore, the complexity of the estimation of HEVC and VVC models can be significantly
reduced by deriving the relationship between the HEVC and VVC model parameters and the
AVC model parameters that can be estimated much faster.

In this chapter, we consider the practical usage of the similarity of the R-Q characteristics
for AVC, HEVC, and VVC codecs. In particular, we consider the estimation of HEVC and
VVC model parameters from the AVC model parameters. The goal is to use such parameters
in rate control. The rate control is dealt with both for the GOP-level and for the frame-level in
this chapter.
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Fig. 4.1. Experimental curves for the PeopleOnStreet sequence for different codecs.
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Fig. 4.2. Experimental curves for the RaceHorses sequence for different codecs.

48



Yasir Al-Obaidi “Modeling of Codecs for 3-Dimensional Video”

4.2 R-Q Model Used

Several studies have described the relationship between the number of bits and quantization
step size using R-Q models, as shown in Subsection 2.3.1. For AVC, the model used in
[Graj_10] was experimentally compared to the standard model [Li_03]. For the MPEG test
sequences defined for AVC, for typical broadcast bitrates, the approximation error for the
model used in [Graj_10] was, on average, one-third of the error obtained with the technique
used in the AVC reference software, as mentioned in [Graj_10]. Therefore, the model from
[Graj_10] is used in this dissertation.

In this model, the relationship between the number of video bits and quantization step size
for a given frame type in the 2D sequences is proposed. For matching the experimental data,
the R-Q model is used as follows [Graj_10]:

Best @ 0) =

a
Qb+c’

4.2)
where:

Bt - bitrate or frame size (the number of bits per frame) estimated using the model,
® =[abc] -parametersthat depend on sequence content,

Q - quantization step size.

The model parameters can be estimated by minimizing the error between the experimental
curves and the curves obtained from the model. The best estimate of the model parameters
means getting the smallest error between these curves. The accuracy of the approximation of
the experimental data is measured as the following [Graj_10, Choi_13, Lian_13, Guo_15]:

|BX (Q)_Best(Q,w) |

Relative error (Q,0) = X 100%, 4.2)
Bx(Q)
where:
Relative error (Q,®) - relative approximation error,
By (@) - bitrate or frame size of the video,
B.s:(Q, D) - approximate bitrate or frame size of the video estimated using the

model.

In this chapter, it will be demonstrated that the model from Eq. 4.1 is valid also for HEVC
and VVC. Moreover, astonishing relations between the model parameters of the encoders of
different types are demonstrated. Obviously, the total number of bits or the bitrate for a given
quality of the decoded video is very different for AVC, HEVC, and VVC and it is roughly in
the ratio of 4:2:1, respectively [Sull 13, Bros_20]. Nevertheless, when considering the R-Q
model, the similarity of the R-Q curves is striking.
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4.3 Model Parameters for AVC, HEVC, and VVC Codecs

The R-Q model (Eq.4.1) has been derived independently for each frame type and bitrate.
Also, the R-Q model used has three parameters that depend on the sequence content. As
mentioned in the previous section, the parameters' values can be estimated by approximation
error minimization over the interval of the quantization step (Q).

The model parameters are obtained using the trust-region optimization method with the
number of iterations equal to 2 x 10° and with the tolerance value of 1 x 107° (see Section
3.7). Nevertheless, the choice of the nonlinear optimization method is not crucial for the
dissertation, and other methods can be used.

For example, Table (4.1) shows the model parameters and the average relative
approximation error for the frame size of the I-frame type for different codecs. More detailed
data may be found in Appendix A (Table A.1to A.7).

Table 4.1: Model parameters and the average relative approximation error for the frame
size of I-frame type for different codecs.

Relative error [ % ]
Sequence Codecs a b c

mean std. dev.

AVC 1061.70 0.87 -1.69 3.94 2.74

Ballet HEVC 765.02 0.88 -1.55 1.09 0.89

VVC 590.02 0.76 -2.25 1.50 1.11

AVC 8328.46 1.03 -2.52 3.09 2.35

Poznan_Block2 | HEVC 5200 0.93 -3.13 1.63 1.31

VVC 4200 1.01 -3.35 1.62 1.42

In Table 4.1, it is noticed that parameters b and c¢ of the model used for all codecs have
approximately similar values for the given content. Thus, it has been considered that parameters
b and c for the HEVC and VVC models are similar to parameters b and c for t